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Review Bi-Gram Model
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Bi-Gram Model
A Very Simple Language Model
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• Intuition: We only predict the next word based on the previous word.


• Model the predicted probability of a certain word based on a given word.


 is the word in the  position.


• Here we give an example of a sentence:


<s> AI could finally be introduced into practice in general tasks <e>

ci i
P(ci |ci−1)

Start Token End Token



<s> AI could finally be introduced into practice in general tasks <e>

Bi-Gram Model
A Very Simple Language Model
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ci−1 ci
<s> AI



Bi-Gram Model
A Very Simple Language Model

<s> AI could finally be introduced into practice in general tasks <e>
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couldAI

ci−1 ci



Bi-Gram Model
A Very Simple Language Model

<s> AI could finally be introduced into practice in general tasks <e>
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<e>tasks

ci−1 ci



Bi-Gram Model
A Very Simple Language Model

• What if the features cannot be extracted only by one layer of neural network?
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Deep Neural Network
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What Deeper?

• Deep Neural Networks (DNN) extract text semantics meanings on a deeper level.

https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks



Word Embedding
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Word Embedding
Word Representation

• From all the experiments above, we all use one-hot encodings.
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vdog =

1
0
⋮
0

vcat =

0
1
⋮
0



Word Embedding
Word Representation

• However, we cannot extract the meaning between those two words.
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vdog =

1
0
⋮
0

vcat =

0
1
⋮
0

cos(θ) =
vT

dogvcat

∥vdog∥∥vcat∥
= 0

cos(θ) =
vT

dogvtable

∥vdog∥∥vtable∥
= 0



Word Embedding
Word Representation

• Word embedding uses a vector representation which could indicate the semantic 
relationship between words.
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https://leemeng.tw/find-word-semantic-by-using-word2vec-in-tensorflow.html



Word Embedding
Advantages using word embeddings

• Find the semantic relationship between words.


• Map a high-dimensional one-hot encoding vector to a lower-dimensional word 
embedding vector
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https://www.tensorflow.org/text/guide/word_embeddings



How to Train Word Embedding?
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Deep Neural Network
Word embedding layer is in the hidden layer of DNN
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Let’s do this in Colab!

https://colab.research.google.com/drive/11EkuyV3KWcd-nTBr5sTh2PMosIUjT5HW?authuser=1


Questions

• What if we have a massive dataset that cannot fit in memory?

• How can we compute gradient with more than one hidden layer?



Further Reading
A Neural Probabilistic Language Model
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Further Reading
Efficient Estimation of Word Representations in Vector Space (Word2Vec)
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Transfer Learning
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Transfer Learning
Use Pre-trained Model in other tasks
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https://www.mdpi.com/1424-8220/23/2/570



Transfer Learning
Use Pre-trained Model in other tasks
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New Classification TaskOriginal Task



Wrap Up
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What We Have Gone Through

• Deep Neural Network

• Word Embedding

• Transfer Learning



What’s Next

• Transformer - Self Attention



Q & A


